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Abstract User emotion detection is a very useful input to

develop affective computing strategies in modern human

computer interaction. In this paper, an effective system for

facial emotional classification is described. The main dis-

tinguishing feature of our work is that the system does not

simply provide a classification in terms of a set of discrete

emotional labels, but that it operates in a continuous 2D

emotional space enabling a wide range of intermediary

emotional states to be obtained. As output, an expressional

face is represented as a point in a 2D space characterized

by evaluation and activation factors. The classification

method is based on a novel combination of five classifiers

and takes into consideration human assessment for the

evaluation of the results. The system has been tested with

an extensive universal database so that it is capable of

analyzing any subject, male or female of any age and

ethnicity. The results are very encouraging and show that

our classification strategy is consistent with human brain

emotional classification mechanisms.

Keywords Affective computing � Algorithms � Facial

expression analysis � Intelligent user interfaces

1 Introduction

Human computer intelligent interaction is an emerging field

aimed at providing natural ways for humans to use com-

puters as aids. It is argued that for a computer to be able to

interact with humans it needs to have the communication

skills of humans. One of these skills is the affective aspect

of communication [3]. The most expressive way humans

display emotions is through facial expressions. Facial

expression is the most powerful, natural and direct way used

by humans to communicate and understand each other’s

affective state and intentions [19]. Thus, the interpretation

of facial expressions is the most common method used for

emotional detection and forms an indispensable part of

affective human computer interface (HCI) designs. How-

ever, developing a system that correctly interprets facial

expressions is a difficult task. It initially involves extracting

certain information from the face that is subsequently used

to feed the classification system that will judge the affec-

tivity of the facial expression. Therefore, to design such a

system three main decisions must be made, relating to:

1. The facial model to feed the classification system, it is

necessary to determine whether it is enough to select a small

set of facial characteristics or whether the face as a whole is

to be taken into account to achieve an accurate analysis.

2. The description level a set of categories must be

defined (level of emotional description) to be used for

the classification of facial expressions.

3. Classification mechanisms a method must be estab-

lished to categorise the facial posture shown, in terms

of the defined description level and based on the facial

information taken from the face model.

Regarding facial modelization, a careful choice of the

facial information to be used as input will affect the quality
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and speed of the system. Some studies suggest that all the

necessary information for the recognition of expressions is

contained in the deformation of a set of carefully selected

characteristics of the eyes, mouth and eyebrows [9]. This

idea, known as the ‘‘feature-based approach’’, has given

rise to several works [16, 20, 27]. Its main advantage is that

the computational time required to process the facial

information is short. Nevertheless, other studies state that

the face must be considered as a whole (‘‘appearance-based

approach’’), and this involves the consideration of more

facial information than studying the displacement of a

set of points [1, 38]. This supposed improvement in the

quality of facial information is generally detrimental to the

speed of the system, critical in an HCI system operating in

real time. As a compromise between the advantages and

disadvantages of the two approaches, other studies have

developed hybrid systems for facial expression recognition

[25, 26, 43].

In the second place, classification requires a clear defi-

nition of the level of emotional description to work with.

Two main streams in current research on automatic anal-

ysis of facial expressions consider either discrete categories

of facial affect (emotion labels) or location in a continuous

2D emotional space:

• Discrete categories of facial affect Perhaps the most

long-standing way that facial affect has been described

by psychologists is in terms of discrete categories, an

approach that is rooted in the language of daily life. The

most commonly used emotional categories in expres-

sion recognition systems are the six universal emotions

proposed by Ekman [9] which include ‘‘happiness’’,

‘‘sadness’’, ‘‘fear’’, ‘‘anger’’, ‘‘disgust’’ and ‘‘surprise’’.

Examples of studies using this categorization are [16,

23, 40]. The labeling scheme based on categories is

very intuitive and thus matches peoples’ experience.

However, discrete lists of emotions fail to describe the

wide range of emotions that occur in daily communi-

cation settings. There are a few tentative efforts to

detect non-basic affective states from deliberately

displayed facial expressions, including ‘‘fatigue’’ [17],

and mental states such as ‘‘agreeing’’, ‘‘concentrating’’,

‘‘interested’’, ‘‘thinking’’, ‘‘confused’’, and ‘‘frustrated’’

[18, 41]. However, a set of emotions is a mere list of

labels with no real link between them. It does not

represent a dimensional space and has no algebra: every

emotion must be studied and recognized independently.

• Location in continuous 2D emotional space To over-

come the problems cited above, some researchers, such

as Whissell [36] and Plutchik [29], prefer to view

affective states related to one another in a systematic

manner. They consider emotions as a continuous 2D

space which dimensions are evaluation and activation.

The evaluation dimension measures how a human feels,

from positive to negative. The activation dimension

measures whether humans are more or less likely to

take some action under the emotional state, from active

to passive. Dimensional representations are attractive

because they provide a way of describing a wide range

of emotional states. In real life scenarios, emotional

states do not jump from one universal emotion label to

another. They rather vary over time crossing many

intermediate emotions. Dimensional approaches are

much more able to deal with non-discrete emotions and

variations in emotional states over time [14]. However,

very few works have chosen a dimensional description

level, and the few that do are more related to the design

of synthetic faces [33], data processing [8] or psycho-

logical studies [13] than to emotion recognition.

Moreover, in existing affective recognition works the

problem is simplified to a two-class (positive vs. negative

and active vs. passive) [11], a four class (quadrants of 2D

space) [4], or other multiclass (where classes represent

different affective space sub-areas) classification [24],

thereby the descriptive potential of 2D space is lost.

Finally, the third main decision is related to the mechanism

used for classifying emotions. Independently of the facial

model and the level of description chosen, in the literature

most facial expression analyzers obtain better emotional

classification performances using neural networks, rule-

based expert systems, support vector machines and

Bayesian nets based classifiers. In [42], an excellent

state-of-the art summary is given of the various methods

recently used in facial expression emotional recognition.

However, it is difficult to compare the effectiveness of

existing emotional classification mechanisms because in

most cases different data sets and different assessment

criteria are used. An additional problem is that the majority

of studies in the literature select only one type of classifier

for emotional detection, or at the most compare different

classifiers and then use that which provides the best

results [22].

In this paper, an effective system for facial emotional

classification is described. The face modeling selected as

input for the system follows a feature-based approach: the

inputs of the classifiers are a set of facial distances and

angles chosen on the basis of a feature selection technique,

so that the face is modelled in a computationally simple

way without losing relevant information about the facial

expression. This is especially important when dealing with

HCI systems working in real-time. For the description

level, we start with a classification method in discrete

categories that is subsequently expanded to be able to work

in a continuous emotional 2D space and thus to consider a

wide range of intermediate emotional states. With regard to
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the classification itself, the system combines the outputs

of different classifiers simultaneously using a weighted

majority voting strategy. In this way, the overall risk of

making a poor selection with a given classifier for a given

input is reduced.

The main outstanding feature of our work is that the

system is the first in the current state of the art that rec-

ognizes the location (coordinates) of the user’s facial

expression in the emotional 2D space. Other works using

the evaluation-activation space for emotional classification

confine themselves to providing information about the

polarity of facial expression (positive/negative or active/

passive) or the quadrant of space to which the image

belongs. Another noteworthy feature of the work is that the

system is tested with an extensive universal database

showing individuals of different races and gender. Fur-

thermore, human assessment is taken into consideration in

the evaluation of the classification system. This type of

study has not been adopted in other works, and it provides

substantial added value to a system that deals with human-

computer intelligent interaction.

The structure of the paper is the following: Sect. 2

describes the classification method into discrete categories.

In Sect. 3 the step from the discrete perspective to the

continuous emotional space is explained in detail and Sect.

4 comprises concluding remarks and a description of future

work.

2 Discrete emotional classification: a novel combination

of facial classifiers

In this section, an effective method is presented for the

automatic classification of facial expressions into discrete

emotional categories. The method is able to classify the

user’s emotion in terms of the six Ekman’s universal

emotions (plus ‘‘neutral’’), giving a confidence value to

each emotional category. This output will be the base for

the further expansion to a 2D continuous emotional

recognition.

Figure 1 illustrates the general process followed by the

proposed method that is detailed in the subsections below:

firstly, Sect. 2.1 explains the acquisition and extraction

process of the input features necessary to the system; then,

Sect. 2.2 describes the implemented emotional classifica-

tion mechanism itself; finally, the results and their valida-

tion by human assessment are given in Sect. 2.3.

2.1 Data acquisition and facial features extraction

The first step of the method involves capturing the user’s

facial expressions with a camera (webcam, camcorder, etc.)

and extracting certain information from the recorded facial

image by means of image processing techniques. Facial

action coding system (FACS) [10] was developed by

Ekman and Friesen to code facial expressions in which the

individual muscular movements in the face are described

by action units (AUs). This work inspired many researchers

to analyze facial expressions by means of image and video

processing, where by tracking of facial features and

measuring a set of facial distances and angles, they attempt

to classify different facial expressions. This approach

involves the development of a precise facial feature tracker

and the careful selection of the most appropriate facial

distances and angles to achieve classification.

Regarding facial trackers, although some of the detec-

tors presented in the literature seem to perform quite well

when localizing a small number of facial feature points

such as the corners of the eyes and the mouth, none of them

detects more than 20 facial feature points [5, 27, 32] and,

more importantly, none performs the detection with high

accuracy. Most of them are limited in terms of occlusions,

fast movements, large head rotations, lighting, facial

deformations, skin color, beards, glasses, etc. Moreover,

most facial trackers work in 2D and very few are able to

provide 3D facial features coordinates [32].

With regard to facial measures, existing works demon-

strate that a high emotional classification accuracy can be

obtained by analyzing a small set of facial distances and

angles. Examples are the system of Soyel and Demirel [32]

that studies six 3D facial distances; the work by Tang and

Huang [34] that empirically demonstrates that 10–30 facial

distances are sufficient to yield good facial emotional

classification results; the method proposed by Hammal

et al. [16] that analyzes a set of five 2D facial distances; or

the approach of Chang et al. [5] that measures 12 feature

distances.

Fig. 1 Discrete facial emotional classification general process
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Following that methodology, the initial inputs of our

classifiers were established in a set of distances and angles

obtained from 20 characteristic facial points. In fact, the

inputs are the variations of these measures with respect to

the ‘‘neutral’’ face. The chosen set of initial inputs com-

piles the distances and angles that have been proved to

provide the best classification performance in existing

works of the literature, such as the aforementioned. The

points are obtained thanks to faceAPI [30], a commercial

real-time facial feature tracking program that provides

cartesian facial 3D coordinates. It is able to track up to

±90� of head rotation and is robust to occlusions, lighting

conditions, presence of beard, glasses, etc. Figure 2a shows

the correspondence of these points with those defined by

the MPEG4 standard. The initial set of parameters obtained

from faceAPI’s 3D points information is shown in Fig. 2b.

In order to make the distance values consistent (indepen-

dently of the scale of the image, the distance to the camera,

etc.) and independent of the expression, all the distances

are normalized with respect to the distance between the

eyes (MPEG4 Facial Animation Parameter Unit -FAPU-

called ‘‘ESo’’). The choice of angles provides a size invariant

classification and saves the effort of normalization.

In order to determine the goodness and usefulness of the

parameters, a study of the correlation between them was

carried out using the data (distance and angle values)

obtained from a set of training images. For this purpose,

two different facial emotion databases were used: the

FGNET database [35] that provides spontaneous (non-

acted) video sequences of 19 different young Caucasian

people, and the MMI Facial Expression Database [28] that

holds 1,280 acted videos of 43 different subjects from

different races (Caucasian, Asian, South American and

Arabic) and ages ranging from 19 to 62. Both databases

show Ekman’s six universal emotions plus the ‘‘neutral’’

one and provide expert annotations about the emotional

apex frame of the video sequences. A new database has

been built for this work with a total of 1,500 static frames

selected from the apex of the video sequences from the FG-

NET and MMI databases. It has been used as a training set

in the correlation study and in the tuning of the classifiers.

A correlation-based feature selection technique [15] was

carried out in order to identify the most influential

parameters in the variable to predict (emotion) as well as to

detect redundant and/or irrelevant features. Subsets of

parameters that are highly correlated with the class while

having low intercorrelation are preferred. A set of impor-

tant conclusions were extracted from the results: (a) sym-

metrical distances (e.g. LD5 and RD5) are highly

correlated and thus redundant; (b) distance D3 and angle

A2 also present a high correlation value; (c) angles LA3

and RA3 are not influential for achieving the emotional

classification. Therefore, from the initial set of parameters,

only the most significant ones were selected to work with:

RD1, RD2, RD5, D3, D4, D6 and A1 (marked in bold in

Fig. 2b). This kind of feature selection process is not car-

ried out in other existing works even though it is important

since it reduces the number of irrelevant, redundant and

noisy inputs in the model and thus computational time,

without losing relevant facial information.

2.2 Discrete facial emotional classification

Once the facial input features have been extracted, the

second step of the method involves the implementation of a

classification system that will judge the affectivity of the

facial expression in terms of the six Ekman’s universal

emotions (plus ‘‘neutral’’). The implemented classification

mechanism intelligently combines the outputs of different

well-known Artificial Intelligence classifiers. Section 2.2.1

describes the criteria taken into account when selecting the

various classifiers which are then combined in the way

explained in Sect. 2.2.2.

2.2.1 Selection of classifiers

In order to select the best classifiers, the Waikado Envi-

ronment for Knowledge Analysis (Weka) tool was used

[39]. It provides a collection of machine learning algo-

rithms for data mining tasks. From this collection, five

classifiers were selected after tuning and benchmarking:

RIPPER, Multilayer Perceptron, SVM, Naive Bayes and

C4.5. The selection was based on their widespread use as

well as on the individual performance of their Weka

implementation. A tenfold cross-validation test over the

1,500 training images has been performed for each selected

classifier. The success rates obtained for each classifier and

Fig. 2 a Tracked facial feature points according to MPEG4 standard

and b corresponding facial parameters tested (in bold, the final

selected parameters)
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each emotion are shown in the first five rows of Table 1. As

can be observed, in general, the ‘‘correct’’ percentages

obtained individually by the classifiers are not very

favorable, especially for ‘‘disgust’’, ‘‘sadness’’, ‘‘anger’’

and ‘‘fear’’. However, each classifier is very reliable for

detecting certain specific emotions but not so much for

others. For example, the C4.5 is excellent at identifying

‘‘joy’’ (92.90 % correct) but is only able to correctly detect

‘‘fear’’ on 59.30 % of occasions, whereas Naive Bayes is

way above the other classifiers for ‘‘fear’’ (85.20 %), but is

below the others in detecting ‘‘joy’’ (85.70 %) or ‘‘sur-

prise’’ (71.10 %). It would, therefore, appear that an

intelligent combination of the five classifiers in such a way

that the strong and weak points of each are taken into

account could be a good solution for developing a method

with a high success rate.

2.2.2 Combination of classifiers

When dealing with matters of great importance, people

often seek a second opinion before making a decision,

sometimes a third and sometimes many more. In doing so,

the individual opinions are weighed up and combined

through some sort of thought process before a final

decision that is presumably the most informed one is

reached. Following this idea, the combination of the

outputs of several classifiers by averaging may reduce the

risk of an unfortunate selection of a poorly performing

classifier. The averaging may or may not surpass the

performance of the best classifier in the ensemble, but it

certainly reduces the overall risk of making a particularly

poor selection.

The classifier combination chosen follows a weighted

majority voting strategy. The voted weights are assigned

depending on the performance of each classifier for each

emotion. From each classifier, a confusion matrix formed

by elements PjkðEiÞ, corresponding to the probability of

having emotion i knowing that classifier j has detected

emotion k, is obtained. The probability assigned to each

emotion PðEiÞ is calculated as:

PðEiÞ ¼
P1k0 ðEiÞ þ P2k00 ðEiÞ þ � � � þ P5kvðEiÞ

5
; ð1Þ

where k0; k00. . .kv are the emotions detected by classifiers

1; 2. . .5; respectively.

The assignment of the final output confidence value

corresponding to each basic emotion is done following two

steps:

1. Firstly, the confidence value CVðEiÞ is obtained by

normalizing each PðEiÞ to a 0 through 1 scale:

CVðEiÞ ¼
PðEiÞ �minfPðEiÞg

maxfPðEiÞg �minfPðEiÞg
; ð2Þ

where

• minfPðEiÞg is the greatest PðEiÞ that can be

obtained by combining the different PjkðEiÞ veri-

fying that k 6¼ i for every classifier j. In other

words, it is the highest probability that a given

emotion can reach without ever being selected by

any classifier.

• maxfPðEiÞg is that obtained when combining the

PjkðEiÞ verifying that k ¼ i for every classifier j. In

other words, it is the probability that obtains a

given emotion when selected by all the classifiers

unanimously.

2. Secondly, a rule is established over the obtained

confidence values in order to detect and eliminate

emotional incompatibilities. The rule is based on the

work of Plutchik [29], who assigned ‘‘emotional

orientation’’ values to a series of affect words. For

example, two similar terms (like ‘‘joyful’’ and ‘‘cheer-

ful’’) have very close emotional orientation values

while two antonymous words (like ‘‘joyful’’ and

‘‘sad’’) have very distant values, in which case Plutchik

speaks of ‘‘emotional incompatibility’’. The rule to

apply is the following: if emotional incompatibility is

detected, i.e. two non-null incompatible emotions exist

simultaneously, that chosen will be the one with the closer

emotional orientation to the rest of the non-null detected

Table 1 Success rates obtained with a tenfold cross-validation test over the 1,500 training images for each individual classifier and each emotion

(first five rows) and when combining the five classifiers (sixth row)

Disgust (%) Joy (%) Anger (%) Fear (%) Sadness (%) Neutral (%) Surprise (%)

RIPPER 50.00 85.70 66.70 48.10 26.70 80.00 80.00

SVM 76.50 92.90 55.60 59.30 40.00 84.00 82.20

C4.5 58.80 92.90 66.70 59.30 30.00 70.00 73.30

Naive Bayes 76.50 85.70 63.00 85.20 33.00 86.00 71.10

Multilayer Perceptron 64.70 92.90 70.40 63.00 43.30 86.00 77.80

Combination of classifiers 94.12 97.62 81.48 85.19 66.67 94.00 95.56
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emotions. For example, if ‘‘joy’’, ‘‘sadness’’ and ‘‘disgust’’

coexist, ‘‘joy’’ is assigned zero since ‘‘disgust’’ and

‘‘sadness’’ are emotionally closer according to Plutchik.

2.3 Discrete facial emotional classification results

This section presents the classification results obtained

when applying the previous facial affect recognition

method to the 1,500 images of the database and the vali-

dation strategies used for validation purposes. Section 2.3.1

reports the obtained success rates and presents how users’

assessment is then taken into account to analyze classifi-

cation performance. Section 2.3.2 compares the results with

the ones obtained in other existing representative works.

2.3.1 Results: success rates and human assessment

The initial results obtained when applying the strategy

explained in the previous section to combine the scores of

the five classifiers with a tenfold cross-validation test are

shown in the sixth row of Table 1. As can be observed, the

success rates for the ‘‘neutral’’, ‘‘joy’’, ‘‘disgust’’ and

‘‘surprise’’ emotions are very high (94.00–97.62 %).

However, the system tends to confuse ‘‘fear’’ with ‘‘sur-

prise’’ and ‘‘anger’’ with ‘‘sadness’’ or ‘‘disgust’’; therefore,

the performances for those emotions are slightly worse.

Confusion between these pairs of emotions occurs fre-

quently in the literature and for this reason many classifi-

cation works do not consider them. The lowest result of our

classification is for ‘‘sadness’’: it is confused with the

‘‘neutral’’ emotion on 20 % of occasions, due to the simi-

larity of their facial expressions. Nevertheless, the results

can be considered positive as emotions with distant

‘‘emotional orientation’’ values (such as ‘‘disgust’’ and

‘‘joy’’ or ‘‘neutral’’ and ‘‘surprise’’) are confused on less

than 2.5 % of occasions and incompatible emotions (such

as ‘‘sadness’’ and ‘‘joy’’ or ‘‘fear’’ and ‘‘anger’’) are never

confused. Table 2 shows the confusion matrix obtained

after the combination of the five classifiers.

Another relevant aspect to be taken into account when

evaluating the results is human opinion. The labels provided

in the database for training classifiers correspond to the real

emotions felt by users although they do not necessarily have

to coincide with the perceptions other human beings may

have about the facial expressions shown. Undertaking this

kind of study is very important when dealing with human-

computer interaction, since the system is proved to work in

a similar way to the human brain. However, such studies are

not performed in other classification works.

In order to take into account the human factor in the

evaluation of the results, 60 persons were told to classify

the 1,500 images of the database in terms of emotions. As a

result, each one of the frames was classified by ten dif-

ferent persons in five sessions of 50 images. With this

information, the evaluation of the results was repeated: the

recognition was marked as ‘‘good’’ if the decision was

consistent with that reached by the majority of the human

assessors. It is important to realize that, according to

Bassili [2], a trained observer can correctly classify facial

emotions with an average of 87 %.

For example, in the image shown in Fig. 3, the FG-NET

database classifies it exclusively as ‘‘disgust’’ while the

assessors recognized it as ‘‘anger’’ and ‘‘sadness’’ as often

as ‘‘disgust’’. The users’ results are similar to those of our

method which obtains a confidence value of 0.83 for

‘‘anger’’, 0.51 for ‘‘disgust’’ and 0.35 for ‘‘sadness’’.

The results of considering users’ assessment are shown

in the second row of Table 3. As can be seen, the success

ratios have considerably increased. Therefore, it can be

concluded that the confusions of the algorithms go in the

same direction as those of the users’: our classification

strategy is consistent with human classification.

2.3.2 Comparison with other representative methods

In order to demonstrate the outstanding position of the

presented discrete emotional classification method within

the current state of the art, Table 4 compares it with other

representative existing approaches. Those works have been

chosen for comparison due to the following reasons:

Table 2 Confusion matrix obtained combining the five classifiers

Emotion �! is classified as # Disgust (%) Joy (%) Anger (%) Fear (%) Sadness (%) Neutral (%) Surprise (%)

Disgust 94.12 0.00 2.94 2.94 0.00 0.00 0.00

Joy 2.38 97.62 0.00 0.00 0.00 0.00 0.00

Anger 7.41 0.00 81.48 0.00 7.41 3.70 0.00

Fear 3.70 0.00 0.00 85.19 3.70 0.00 7.41

Sadness 6.67 0.00 6.67 0.00 66.67 20.00 0.00

Neutral 0.00 0.00 2.00 2.00 2.00 94.00 0.00

Surprise 0.00 0.00 0.00 2.22 0.00 2.22 95.56
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• They have the same experimental proposal, i.e. classi-

fying facial images in terms of Ekman’s universal

emotions.

• Each work has the best performance using a specific

type of classifier from the ones that have proved to

obtain better results in the literature. The selected

works achieve emotional classification by means of a

Neural Network [44], a rule-based expert system [16], a

support vector machine (SVM) [7] and a Bayesian net

[6], respectively.

• They detail the evaluation strategy followed to obtain

classification results. Many works do not detail whether

they have used or not cross-validation, so the direct

comparison of results is not always possible.

Fig. 3 Frame classified as

‘‘disgust’’ by the FG-NET

database [35]. Our method

classifies it as a mixture of

‘‘anger’’, ‘‘disgust’’ and

‘‘sadness’’

Table 3 Comparison of results obtained when combining the five classifiers and after considering human assessment

Disgust (%) Joy (%) Anger (%) Fear (%) Sadness (%) Neutral (%) Surprise (%)

Combination of classifiers 94.12 97.62 81.48 85.19 66.67 94.00 95.56

Combination of classifiers ? human assessment 97.06 97.62 88.89 96.30 86.67 98.00 97.78

Growth rate 3.12 0.00 9.09 13.04 30.00 4.26 2.32

Table 4 Success rates of the presented facial images discrete classification method (in gray), both with and without taking into account human

assessment, and comparison with other representative works

Proposed method Method of

Hammal

et al. [16]

Method of Datcu

and Rothkrantz [7]

Method of

Cohen et al. [6]

Method of Zhang

et al. [44]

Type of classifier Combination rule-based SVM Bayesian net Neural Network

Database 1,500 frames,

62 subjects

630 frames,

8 subjects

474 frames 40 subjects 213 frames,

9 japanese females

Validation

strategy

Tenfold cross-

validation

hold-out

method

Twofold cross-

validation

leave-one-out

cross-validation

Tenfold cross-

validation

User assessment No Yes No No No Yes

Sucess rates

Joy 97.62% 97.62% 87.26% 72.64% 97.00%

Surprise 95.56% 97.78% 84.44% 83.80% 85.00% 90.10%

Disgust 94.12% 97.06% 51.72% 80.35% 88.00% The only available

data is the overall

recognition rate of

the 6 ? ‘‘neutral’’

universal

emotions.

Anger 81.48% 88.89% Not recognized 75.86% 80.00%

Sadness 66.67% 86.67% Not recognized 82.79% 85.00%

Fear 85.19% 96.30% Not recognized 84.70% 93.00%

Neutral 94.00% 98.00% 88.00% Not recognized 96.00%
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As it can be observed, the success rates of our method are

better even when a more strict validation strategy is used.

Besides, other methods’ confusion matrices uniformly

distribute classification errors among all emotions. For

example, in [16] and [7] the probability of confusing two

incompatible emotions, such as ‘‘joy’’ and ‘‘sadness’’, is

similar to the one of confusing other pairs of emotionally

distant affective states, such as ‘‘joy’’ and ‘‘surprise’’. The

other methods [6, 44] do not even provide information

about confusions among emotions. It is also important to

realize that the database used in this work is bigger than the

used in the other ones and, therefore, more universal.

3 Expansion to a dimensional description of affect:

a 2D emotional space for the extraction of continuous

emotional information

As discussed in the ‘‘Sect. 1’’, the use of a discrete set of

emotions (labels) for emotional classification has important

limitations. To avoid these limitations and expand the

emotional output information from the system in terms of

intermediate emotions, use has been made of one of the

most influential evaluation-activation 2D models in the

field of psychology: that proposed by Whissell [36]. Sec-

tion 3.1 describes this model and the methodology fol-

lowed to obtain as final output of the system the ðx; yÞ
coordinates in the evaluation-activation space of the ana-

lyzed facial expression. The general results of emotional

classification obtained in the 2D space are presented in

Sect. 3.2 and analyzed in greater detail in Sect. 3.3 taking

human assessment into account.

3.1 From a discrete perspective of emotions

to a continuous emotional space through Whissell’s

model

The ‘‘Dictionary of Affect in Language’’ (DAL) [36] is a

tool developed by the psychologist Cynthia Whissell to

quantify the emotional meanings of words. Words included

in the DAL were selected in an ecologically valid manner

from an initial corpus of more than one million words fol-

lowing the process detailed in [37]. Whissell assigns a pair

of values hevaluation; activationi to each word of the DAL.

These emotional coordinates were calculated on the basis of

volunteers’ responses to the words along the two emotional

dimensions of activation and evaluation. As a result, the

most current form of the DAL contains close to 9,000

emotional words which volunteers rated along each of these

two dimensions in roughly a quarter of a million separate

judgements. Figure 4 graphically shows as an example the

position of some of the DAL words in the evaluation-acti-

vation space, where both affective dimensions are bounded

within a range of ½�3;þ3� and the ‘‘neutral’’ state is placed

at original point ð0; 0Þ.
The next step is to build an emotional mapping so that

an expressional face image can be represented as a point on

this plane whose coordinates ðx; yÞ characterize the emo-

tion property of that face. It can be seen that the emotion-

related words corresponding to each one of six Ekman’s

emotions have a specific location ðxi; yiÞ in the Whissell

space (in bold in Fig. 4). Thanks to this, the output infor-

mation of the classifiers (confidence value of the facial

expression to each emotional category) can be mapped in

the space. This emotional mapping is carried out consid-

ering each of six Ekman’s basic emotions plus ‘‘neutral’’ as

2D weighted points in the evaluation-activation space. The

weights are assigned depending on the confidence value

CVðEiÞ obtained for each emotion. The final ðx; yÞ coor-

dinates of a given image are calculated as the centre of

mass of the seven weighted points in the Whissell space

following (3) (see Fig. 5).

x ¼
P7

i¼1 xiCVðEiÞ
P7

i¼1 CVðEiÞ
and y ¼

P7
i¼1 yiCVðEiÞ
P7

i¼1 CVðEiÞ
ð3Þ

In this way, the output of the system is enriched with a

larger number of intermediate emotional states.

3.2 General results

The method described in the previous section has been put

into practice with the outputs of the classification system

when applied to the database facial expressions images.

Fig. 4 Simplified Whissell’s evaluation-activation space: position of

some of the DAL words in the 2D emotional space are shown
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Figure 6 shows several images with their nearest label

obtained in the Whissell space with our system.

In Fig. 7, the location of all the classified images is

plotted in the Whissell space (marker size is proportional to

the percentage of images situated at the same location). If

the locations of the facial expressions in the Whissell space

are analyzed, a set of interesting conclusions can be

extracted.

1. A great number of images are located along the

straight lines that link, respectively, ‘‘surprise’’/‘‘fear’’

and ‘‘sadness’’/‘‘neutral’’ (Fig. 8). Firstly, this result

highlights the capability of the method to find a large

amount of intermediate states between those pairs of

emotions, which is extremely important since it

enriches the output of the system. Secondly, the

difficulty is made clear of establishing a threshold

that separates certain facial expressions of those pairs

of emotions. Ekman [9] already noticed this difficulty

for humans when trying to distinguish ‘‘surprise’’ and

‘‘fear’’ one from another, although both are distin-

guishable from the rest of the emotions. This fact is

corroborated by the results obtained by the system,

where facial expressions are located along a straight

line that shows the gradual passing from one emotion

to the other. Something similar happens between

‘‘neutral’’/‘‘sadness’’, emotions that have already

caused difficulties in a great number of works when

attempts have been made to distinguish them, probably

due to the fact that some commonalities of facial

movements are shared between them.

2. Another interesting point is the isolation of the

emotion ‘‘joy’’ in the Whissell space. The system

hardly detects intermediate states between ‘‘joy’’ and

the rest of the emotions, classifying the emotion in the

great majority of cases purely as ‘‘joy’’ (see Fig. 7).

According to Fredrickson [12], positive emotions are

difficult to study since they are comparatively few and

barely distinguishable from each other. For instance

Fig. 5 Overall block diagram for obtaining the location of a facial image in the 2D emotional space. A graphic illustration of the 2D emotional

mapping process is included as an example

Fig. 6 Example of images from the database with their nearest label

in the Whissell space, according to the method described in Sect. 3.1
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‘‘joy’’, ‘‘cheerful’’ and ‘‘pleased’’ are not easily distin-

guishable. In fact, these emotions do not have a special

characteristic signal. They all share the ‘‘Duchenne

smile’’, where lip corners rise and muscles around the

eyes contract, raising the cheeks.

3. In contrast to positive emotions, ‘‘anger’’, ‘‘fear’’,

‘‘disgust’’ and ‘‘sadness’’ are clearly different experi-

ences, although they are very close within the Whissell

space. Taxonomically, basic emotions identify three or

four negative emotions for each positive one, and this

imbalance is also reflected in the number of emotional

words in the English language. From a physical point of

view, negative emotions have facial configurations that

entail universally recognized signals. Faces expressing

‘‘sadness’’, ‘‘anger’’, ‘‘disgust’’ or ‘‘fear’’ can be easily

identified. This fact explains the confinement in the

negative central zone of a great number of images from

the database (Fig. 7), corresponding to intermediate

states of negative emotions.

3.3 Evaluation of results taken human assessment

into account

The database used in this work provides images labelled

with one of the six Ekman universal emotions plus ‘‘neu-

tral’’, but there is no a priori known information about their

location in the Whissell 2D space. In order to evaluate the

system results, there is a need to establish the region in the

Whissell space where each image can be considered to be

correctly located. For this purpose, a total of 43 persons

participated in one or more evaluation sessions (50 images

per session). In the sessions, they were told to locate a set

of images of the database in the Whissell space (Fig. 9).

Fig. 7 Location of the different images of the database in the

Whissell space, according to the method explained in Sect. 3.1

(markers size is proportional to the percentage of images situated at

the same location)

Fig. 8 Zoom on different zones of the Whissell space. Selected images are shown near their location, calculated according to the method

explained in Sect. 3.1
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As result, each one of the frames was located in terms of

evaluation-activation by 16 different persons.

The collected evaluation data have been used to define

an ellipsoidal region where each image is considered to be

correctly located. The algorithm used to compute the shape

of the region is based on Minimum Volume Ellipsoids

(MVE). MVE looks for the ellipsoid with the smallest

volume that covers a set of data points. Although there are

several ways to compute the shape of a set of data points

(e.g. using a convex hull, rectangle, etc.), we chose the

MVE because of the fact that real-world data often exhibits

a mixture of Gaussian distributions, which have equi-den-

sity contours in the shape of ellipsoids. First, the collected

data are filtered in order to remove outliers: a point is

considered an outlier if its coordinate values (in both

dimensions) are greater than the mean plus three times the

standard deviation. Then, the MVE is calculated following

the algorithm described by Kumar and Yildrim [21]. The

MVEs obtained are used for evaluating results at four

different levels:

1. Ellipse criteria. If the point detected by the system (2D

coordinates in the Whissell space) is inside the defined

ellipse, it is considered a success; otherwise it is a

failure. These criteria are illustrated in Fig. 10.

2. Quadrant criteria. The output is considered to be

correctly located if it is in the same quadrant of the

Whissell space as the ellipse centre.

3. Evaluation axis criteria. The system output is a success

if situated in the same semi-axis (positive or negative)

of the evaluation axis as the ellipse centre. This

information is especially useful for extracting the

positive or negative polarity of the shown facial

expression.

4. Activation axis criteria. The same criteria projected to

the activation axis. This information is relevant for

measuring whether the user is more or less likely to

take an action under the emotional state.

The results obtained following the different evaluation

strategies are presented in Table 5. As can be seen, the

success rate is 73.73 % in the most restrictive case, i.e.

when the output of the system is considered to be correctly

located when inside the ellipse. It rises to 94.12 % when

considering the evaluation axis criteria.

Objectively speaking, these results are very good,

especially when it is remembered that a trained observer

can correctly classify facial emotions with an average of

87 %. Moreover, certain affective states are so close in the

2D space or share so many facial features that it turns out

really difficult even for a human being to clearly distin-

guish among them (see Fig. 6). In the performed evaluation

sessions, when the human evaluators found a given image

hard to locate in the 2D space this fact was reflected in a

greater size of the calculated MVE. Therefore, the use of

ellipsoids allows to analyse if the classification mechanism

is coherent with human classification (positioning the

image inside the corresponding ellipsoid), which is, in fact,

the aim of our work.

However, the obtained results are difficult to compare

with other emotional classification studies that can be

found in literature, given that most of such studies do not

recognize emotions in evaluation-activation terms.

Moreover the few that do have not been tested under

Fig. 9 Example of evaluation

session. The user is told to

locate the image shown in the

Whissell space
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common experimental conditions (e.g. different databases,

ground-truth data or evaluation strategies are used) and

do not provide as output the coordinates of the studied

facial image in the 2D space. The few existing works that

manage dimensional concepts reduce the descriptive

potential of the 2D space to a discrete approach where

the output classification labels correspond to a set of

zones of the evaluation-activation space. As a reference,

the work of Fragopanados and Taylor [11] achieves

success rates of 88 and 64 % when classifying facial

expressions in terms of evaluation and activation polarity

(positive vs. negative and active vs. passive), respec-

tively; the study of Shin [31] obtains recognition results

of 90.9 % in evaluation dimension and 56.1 % in

activation dimension; and Caridakis et al. [4] achieve a

success ratio of 67 % in four class (quadrants of 2D

space) classification. The presented system’s success rates

largely surpass those performances, even though our

system’s output is much more rich and our validation

strategy much more strict.

4 Conclusions and future work

This paper describes an effective method for facial emo-

tional classification. The inputs to the system are a set of

facial parameters (angles and distances between charac-

teristic points of the face) chosen by means of a correla-

tion-based feature selection technique so that the face is

modelled in a simple way without losing relevant facial

expression information. In order to make the emotional

classification mechanism more robust, the system intelli-

gently combines in a novel manner the five most com-

monly used classifiers in the literature, obtaining at the

output a confidence value of the facial expression to each

of the six Ekman’s universal emotions (plus ‘‘neutral’’).

This information is then emotionally mapped on to

Whissell’s 2D evaluation-activation space with the aim of

obtaining the location (coordinates) of the input facial

expression in the space. The final output of the system

does not, therefore, simply provide a classification in

terms of a set of emotionally discrete labels, but goes

further by extending the emotional information over an

infinite range of intermediate emotions. This work is able

to recognize the location of the user facial expression in a

2D evaluation-activation space, and not only its polarity

(positive/negative or active/passive) as in existing studies

working with a dimensional description level of affect.

This kind of output is especially useful in HCI scenarios,

such as human-robot or human-virtual agent interaction

contexts, since it emulates the way humans detect

Fig. 10 Example of calculated MVEs. Black dots are the data points obtained from users’ assessment; blue cross is the ellipse center; and green
asterisk is the 2D location detected by the system. a Success case following ellipse criteria. b Failure case following ellipse criteria

Table 5 Results obtained according to different evaluation criteria

Ellipse

criteria

(%)

Quadrant

criteria

(%)

Evaluation

axis criteria

(%)

Activation

axis criteria

(%)

Success

rate

73.73 87.45 94.12 92.94
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emotions from their interlocutor in real human-human

communication contexts. Another noteworthy feature of

the work is that it has been tested with an extensive

database of 1500 images showing individuals of different

races and gender, giving universal results with very

promising levels of correctness. Human assessment has

been taken into account in the evaluation of the system,

that has been proved to work in a similar way to the

human brain, leading to similar confusions.

The recent focus on the research area of Affective

Computing lies on sensing emotions from multiple modali-

ties, since natural human-human interaction is multimodal:

people communicate through speech and use body language

(posture, facial expressions, gaze) to express emotion, mood,

attitude, and attention. A main question related to multim-

odality that still remains unsolved is how to fuse the infor-

mation coming from different channels (audio, video, etc.).

The multimodal fusion problem reinforces the limitations of

categorical descriptions of affect: discrete emotional labels

have no real link between them and, at the fusion stage,

every studied emotion must be recognized independently.

Therefore, all available multimodal recognizers have

designed and/or used ad-hoc solutions for fusing information

coming from multiple modalities but cannot accept new

modalities without re-defining and re-training the whole

system. The use of a continuous emotional space in the way

described in this paper opens the door to the fusion of dif-

ferent modules coming from different channels in a simple

and scalable fashion. The dimensional approach provides an

algebra and allows the different emotional inputs coming

from different modalities, with different levels of description

of affect, to be related mathematically. In fact, authors are

currently considering the integration of new multimodal

emotional recognition input modules to the system (user’s

speech, gestures, gaze, mouse-clicks, keyboard use) making

use of the Whissell space.

Another future work line is to pass from static facial

expression recognition to the analysis of the dynamic

evolution in time of user’s facial expressions in video

sequences. Every time with more force, the psychological

investigation argues that the timing of the facial expres-

sions is a critical factor in the recognition of emotions

since humans inherently display facial emotions following

a continuous temporal pattern. With this postulate and

thanks to the use of the 2-dimensional description of

affect, an emotional facial video sequence could be

viewed as a point (corresponding to the location of a

particular affective state in time t) moving through this

space over time. In this way, by introducing dynamic

information in the system, emotion recognition could be

improved and become more useful in real-time interaction

contexts.
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